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\section{Introduction}

\subsection{Definition and Practical Application of PCA}

Principal Component Analysis (PCA) is an incredibly useful, and widely used multivariate algorithm in Machine Learning. Moreover, such algorithm is also extremely helpful in the analysis of huge datasets, whilst effectively undertaking Dimensionality Reduction and Feature Selection. Furthermore, PCA is used to ensure that data scientists may load and utilise large datasets on less powerful machines, which could not support the size of the full dataset. Additionally, PCA also provides cleaner data visualisation through the envisioning of the key data features in the full dataset, which hold the largest degree of information. [1-2]

\subsection{History}

PCA has a long, and illustrious history that goes back more than a century. The algorithm was pioneered by Karl Pearson, who in 1901 launched this system with the aim of undertaking data analysis and dimensionality reduction. The current PCA's design was first pioneered by Harold Hotelling in the 1930s, who led the way for the method to truly take shape. Hotelling was instrumental in formulating the concept of variance maximization, and the use of orthogonal projections to find the Principal Components. [1-2]

Further improvements to the PCA algorithm were developed in the 1960s, in part due to the emergence of Singular Value Decomposition (SVD), which offered an alternate method for calculating the eigenvalues and vectors, necessary to perform the PCA algorithm. The growing adoption of PCA at that time was largely triggered by the need for dimensionality reduction and the widespread growth of computers. Consequently, the method gained a lot of popularity in the 1970s and later on when data scientists and researchers fully comprehended the effectiveness of such technique in dealing with enormous and complex datasets which were becoming more and more prevalent in industries such as banking, engineering, and medicine. [1-2]

\subsection{Aims and Objectives}

Nevertheless, such algorithm’s behaviour may not always be comprehensible, thus triggering the need for the development of a visual tool, which allow users the possibility of visualising the algorithm's stages and data transformations, whilst offering a better understanding on the modified data. Consequently, the programmed solution also effectively portrays the PCA process as a simple convenient methodology which may be explained to students who have just completed a Linear Algebra or AI Numerical Methods course. Additionally, the developed Jupyter Notebook which outlines the aforementioned process, conveys to the students the necessary information to understand better such algorithm, whilst providing them with essential tools, to experiment and expand their knowledge. Furthermore, the notebook’s characteristics of being robust and responsive, allow students to interact with the visual plots through the plot’s minimising and maximising tools. The Jupyter Notebook which incorporates the developed solution, will be complemented with various famous datasets utilised by the machine learning community such as the Iris dataset, with the aim of making the students familiar with such datasets. One must note that the datasets were chosen for their distinct properties, to allow students to evaluate different experiments and infer new knowledge.

\subsection{Summary of Results}

The noteworthy key points attained from the creation of the Jupyter Notebook are listed hereunder:

\begin{enumerate}[(1)]

\item Principal Component Analysis is designed to be utilised on linearly separable data i.e., the variables in the dataset need to be linked together through a linear relationship. Consequently, Kernel PCA can be used to resolve the above-mentioned limitation [3].

\item The PCA algorithm is intended to be used on continuous data values. The approach taken to cater for discrete value features in the dataset, included changing the discrete values to continuous values, is through different encoding techniques. Moreover, such discrete columns which could also be discarded before the calculation of the PCA, thus resulting in more accurate data projections, at the cost of losing the discrete data columns.

\item There are different Libraries which may be used to implement PCA, for example the NumPy and the scikit-learn library. Furthermore, sometimes the NumPy library does not support the singular value decomposition of large datasets and would crash. On the other hand, the scikit-learn library enables the implementation of PCA without terminating abruptly as it utilises random singular value decomposition. Furthermore, Randomized SVD can approximate the whole SVD with a substantially lower computation cost by randomly selecting a fraction of the matrix's rows or columns [4].

\item It is imperative that the data which is fed to the PCA algorithm is normalized, so as to avoid the PCA from loading on the high variance data. [5]. Additionally, the created artefact utilises Z-Score Normalization.

\item Understanding the PCA algorithm mathematically can be quite a difficult task, as the process includes multiple mathematical calculations such as SVD or Covariance Matrix evaluation. Nevertheless, the developed artefact provides the need-to-know basis for such algorithm, in a well explained format.

\end{enumerate}

\section{Background and Methodology}

Mathematically, PCA enables the conversion of linear continuous data into a new coordinate system, characterized by new axis (Principal Components) which are ordered in accordance with the features in the new coordinate system. This enables that the best principal components are plotted on different dimensional graphs, thus presenting a satisfactory visualisation of a large dataset. Unfortunately, such method may have some minimal data reduction, however visualising an n dimensional feature dataset on a 3D plot is quite a benefit. The PCA's main characteristics of decreasing the dimensionality of data, whilst retaining salient information, lead to it being the most effectively ranked data analysis and machine learning technique [1-2].

It is worth pointing out that, the designed implementation provides an in-depth description of such algorithm, whilst categorizing the explanation in the following ordered sections:

\subsection{Libraries Utilised}

Figure 1 illustrates the various libraries which were used in the construction of the aforementioned notebook.

\begin{figure}[h]

\centering

\includegraphics[width=0.55\linewidth]{Figure1.png}

\caption{Libraries utilised.}

\label{fig:figure1}

\end{figure}

\subsection{Loading the Data}

A key step before the initiation of the PCA Algorithm, entails the selection of a relevant dataset which will be analysed by such algorithm. The designed implementation enables students interacting with the notebook, the choice to select any of the default datasets, and explore how the PCA algorithm will function on such datasets. Students are also given the option to load their preferred dataset. In addition, the selected default datasets are characterised by different attributes, so as to allow students in carrying out different experiments, and to facilitate a comparative analysis of the results obtained through varying the datasets.

\textbf{\\The following are the default datasets (Obtained from [6-12]):}

\begin{enumerate}[(1)]

\item \textbf{country\\_wise\\_latest.csv} - This dataset has a small Size, a large number of Features, and a few numbers of Discrete Columns.

\item \textbf{diabetes.csv} - This dataset has a small Size, a small number of Features, and no Discrete Columns.

\item \textbf{FIFA-2014.csv} - This dataset has a small Size, a small number of Features, and one Discrete Column.

\item \textbf{IRIS.csv} - This dataset has a small Size, a large number of Features, and one Discrete Column.

\item \textbf{Salary\\_Dataset\\_with\\_Extra\\_Features.csv} - This dataset has a large Size, a small number of Features, and a reasonable number of Discrete Columns.

\item \textbf{spotify.csv} - This dataset has a large Size, a large number of Features, and a reasonable number of Discrete Columns.

\item \textbf{wine-quality-white-and-red.csv} - This dataset has a large Size, a large number of Features, and one Discrete Column.

\end{enumerate}

The aforementioned functionality of loading the chosen dataset into a pandas data frame can be illustrated in Figure 2. The presented code snippet lists a Menu and depending on the choice to load a preferred dataset or load a default dataset, the user will be given a relevant message to input the file path or name respectively. In case that the user selects an invalid option, the program will continue to loop, until the user has successfully inputted a valid input. In case that the user chooses to load a default dataset, the user is presented with the list of default csv files present in the Datasets folder. Consequently, retrieving such dataset names is executed dynamically through the os.listdir function, thus enabling adding another default dataset to the Datasets folder relatively simple. On the other hand, if the user decides to load a preferred dataset, a relevant check is run to ascertain that the specified file exists. Finally, the specified file name is loaded through the pd.read\\_csv function, and stored in a pandas data frame. In case that the specified csv file has less than 3 columns, a Warning message is displayed to the user, advising him that the dataset will present Errors in the data visualisations later on. Additionally, calculating the PCA algorithm on a dataset which has less than three columns presents unsatisfactory results. Furthermore, applying the concept of dimensionality reduction on a dataset which already has reduced size, is quite redundant.

\begin{figure}[h]

\centering

\includegraphics[width=\linewidth]{Figure2.png}

\caption{Code required for Loading the chosen dataset into a pandas data frame.}

\label{fig:figure2}

\end{figure}

\subsection{Dataset Feature Selection}

Another key step when performing a data analysis or a machine learning study, pertains to observing the type and number of different Genes/Features, which the dataset possesses. This step is highly critical, as sometimes processing a huge number of features in the dataset may cause memory allocation issues or prolong the processing time of algorithms. Consequently, in this stage students are given the option to choose which features to retain from the dataset, through the form of a user input menu. Additionally, in the eventuality that the student’s selection represents two columns or less, the program will automatically choose the first three columns which will be added to the filtered dataset. This was applied as a fail-safe measure, to ensure that the filtered dataset, would have enough features for visualisation in the upcoming sections.

The code snippet illustrated in Figure 3 portrays the aforementioned functionality, whereby the program first creates a new copy of original data frame, and then proceeds to loop through all of the new data frame’s columns. For each column iteration, the program probes the user with the choice of keeping the current column or discarding it. In case that the user opts to drop the current column, the pd.drop method is actioned in removing such feature from the new data frame. At the end of such snippet, a while loop is being used to ensure that the new data frame has at least three columns. Notably, for every iteration in the while loop, the pd.insert method is being used to add a column from the old data frame.

\begin{figure}[h]

\centering

\includegraphics[width=\linewidth]{Figure3.png}

\caption{Code required for Feature Selection.}

\label{fig:figure3}

\end{figure}

\subsection{Dealing with Discrete Data}

As previously mentioned, PCA is designed to be utilised on continuous data [13]. This is a cardinal feature and dictates the need to transform discrete data into continuous data before using PCA on a dataset. This is critical, as discrete data lacks a continuous range of values and cannot be represented in the same way as continuous data for this cause.

There are various ways how discrete data can be Transformed/Encoded to continuous data, in order to be examined by the PCA. On the other hand, in case that students would prefer to discard such columns, and focus only on the continuous data, they could opt to remove such discrete columns from the data frame in the previous section. Additionally proper error checking was implemented, in case that the data frame does not include any discrete columns, thus ensuring the robustness of the developed solution.

\textbf{\\The following are different types of Encoders, which were implemented in the artefact:}

\begin{enumerate}[(1)]

\item \textbf{One-Hot Encoding}

\item \textbf{Label Encoding}

\item \textbf{Ordinal Encoding}

\item \textbf{Count Encoding}

\item \textbf{Word Embeddings Model}

\end{enumerate}

\subsubsection{One-Hot Encoding}

One-hot Encoding is a data preparation technique used to transform discrete variables into a format that enables the examination by machine learning algorithms. Consequently, this encoding algorithm works by creating a binary vector for each possible category in the data. Additionally, each binary vector would have a value of 1 or 0 symbolising the presence or absence of each category respectively. [14-16]

The encoding technique featured in the program, is quite explosive, as the number of different Genes/Features obtained after applying One-Hot encoding on a single column, will greatly increase the number of columns depending on the number of distinct features in each column. For an algorithm which aims to reduce dimensionality, such approach to turn discrete data into continuous data is quite inefficient, notwithstanding the increase in memory and time complexity.

One might think whether this binary vector can be transformed back to decimal. Note that such encoding algorithm exists and is known as Binary to Decimal Decoding. The aforementioned algorithm effectively transforms the binary vector back into a decimal value, thus reducing the size of the Genes/Features to their original number [17]. Essentially such encoding would take relatively more time whilst achieving the same results as Label Encoding or Ordinal Encoding.

In this section students are presented with an application of such encoding algorithm on the filtered data frame, and given a detailed explanation, justifying the inefficiency of the combined use of One-Hot Encoding with the PCA algorithm. As illustrated in the code snippet of Figure 4, the program loops through all the filtered data frame columns and proceeds to check whether the current column has an Object type i.e., is a discrete column. In case the current column has such type, then the pd.get\\_dummies function is applied on such column, and the result is stored inside a new data frame, whilst exiting the loop. Following this, the user is presented with a message displaying the difference in size between the encoded column and the original data frame.

\begin{figure}[h]

\centering

\includegraphics[width=\linewidth]{Figure4.png}

\caption{Code required for applying One-Hot Encoding on the first Discrete Column.}

\label{fig:figure4}

\end{figure}

\subsubsection{Label Encoding}

Label Encoding is another data preparation technique which facilitates the transformation of discrete variables into a format that is easily readable by machine learning algorithms. Such encoder works by giving each distinct category a unique numeric value or code [14,15,18]. For instance, taking the list of categories [“hat”,”apple”,”cap”] will be encoded as [3,1,2] (as numeric values).

As can be depicted in code snippet of Figure 5, the program first creates a new copy of filtered data frame, and then proceeds to loop through all of the new data frame’s columns. For every column iteration, the program checks whether the current column has an Object type. In the affirmative, the pd.factorise function is used to apply Label Encoding on such column. Furthermore, for this encoding implementation the sort flag was set to True in the pd.factorise function, as to enable the transformed data to be assigned numerical values based on the sorted strings.

\begin{figure}[h]
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\includegraphics[width=\linewidth]{Figure5.png}

\caption{Code required for applying Label Encoding on the filtered data frame.}

\label{fig:figure5}

\end{figure}

\subsubsection{Ordinal Encoding}

A similar data preparation technique to Label Encoding is Ordinal Encoding. Such encoder works by giving each distinct category a unique numeric value or code, based on the order which the category appeared first [14,15,19]. For instance, taking the list of categories ["hat","apple","cap"] will be encoded as [1,2,3] (as numeric values, and encoded in the order which they appeared).

As can be seen in the code snippet of Figure 6, Ordinal Encoding is being implemented similarly to the Label Encoding implementation depicted in Figure 5. Notably the difference between both figures is clearly denoted by the pd.factorise function used to apply Ordinal Encoding, which has the sort flag applied to False. This was intentionally programmed in such manner so as to facilitate the assignment of numerical values based on the order in which the word appeared. Through the implementation of Label Encoding and Ordinal Encoding, which utilise the same function with some minor tweaks, students are given further opportunities to test out different encoding techniques, on the same dataset.

\begin{figure}[h]

\centering

\includegraphics[width=\linewidth]{Figure6.png}

\caption{Code required for applying Ordinal Encoding on the filtered data frame.}

\label{fig:figure6}

\end{figure}

\subsubsection{Count Encoding}

Another data preparation technique is Count Encoding. This encoder works by encoding each distinct category, with the number of times such category appeared [14-16]. For instance, if the category "hat" appeared 5 times, then "hat" will be encoded by the number 5.

The code snippet seen in Figure 7, depicts the implementation of the aforementioned Count Encoding technique, which utilises the same logic of realising discrete columns as the previously mentioned encoding techniques. Furthermore, the value\\_counts function, is being used to count the number of times, each discrete value appears in the current discrete column. Afterwards, the pd.map function is being used to map the acquired array of discrete value frequencies to the current column’s discrete values, ultimately transforming the discrete values to the number of times which they have appeared in the discrete column.

\begin{figure}[h]
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\includegraphics[width=\linewidth]{Figure7.png}

\caption{Code required for applying Count Encoding on the filtered data frame.}

\label{fig:figure7}

\end{figure}

\subsubsection{Word Embeddings Model}

\begin{figure}[h]
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\includegraphics[width=\linewidth]{Figure8.png}

\caption{Code required for applying Word Embeddings Model on the filtered data frame.}

\label{fig:figure8}

\end{figure}

\begin{figure}[h]
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\includegraphics[width=\linewidth]{Figure9.png}

\caption{Student Choice for the encoding technique to utilise.}

\label{fig:figure9}

\end{figure}

\subsection{Filtered Dataset Visualisations}

\begin{figure}[h]
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\includegraphics[width=\linewidth]{Figure10.png}

\caption{Student Choice for the features to utilise for visualisation.}

\label{fig:figure10}

\end{figure}

\begin{figure}[h]
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\includegraphics[width=\linewidth]{Figure11.png}

\caption{Code required to visualise a 3D Plot.}

\label{fig:figure11}

\end{figure}

\subsection{Normalizing Data}

\begin{figure}[h]
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\includegraphics[width=\linewidth]{Figure12.png}

\caption{Z-Score Normalization Formula.}

\label{fig:figure12}

\end{figure}

\begin{figure}[h]
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\includegraphics[width=\linewidth]{Figure13.png}

\caption{Standard Deviation Formula.}

\label{fig:figure13}

\end{figure}

\begin{figure}[h]

\centering

\includegraphics[width=\linewidth]{Figure14.png}

\caption{Z-Score Normalization Implementation.}

\label{fig:figure14}

\end{figure}

\subsection{Normalized Dataset Visualisations}

\subsection{loremIpsum}

\begin{figure}[h]
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\includegraphics[width=\linewidth]{Figure15.png}

\caption{Taking a small subset of the dataset.}

\label{fig:figure15}

\end{figure}

\subsection{Understanding PCA - SVD Approach}

\begin{figure}[h]
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\includegraphics[width=\linewidth]{Figure16.png}

\caption{SVD Calculation Formula.}

\label{fig:figure16}

\end{figure}

\begin{figure}[h]
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\includegraphics[width=\linewidth]{Figure17.png}

\caption{Code required for PCA Calculation via SVD Approach.}

\label{fig:figure17}

\end{figure}

\subsection{Understanding PCA - Covariance Matrix Approach}

\begin{figure}[h]
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\includegraphics[width=\linewidth]{Figure18.png}

\caption{Covariance Matrix Calculation.}

\label{fig:figure18}

\end{figure}

\begin{figure}[h]
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\includegraphics[width=\linewidth]{Figure19.png}

\caption{Code required for PCA Calculation via Covariance Matrix Approach.}

\label{fig:figure19}

\end{figure}

\subsection{A note on Calculating the Variance Ratio and Visualising ratio in Scree Plot}

\begin{figure}[h]
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\includegraphics[width=\linewidth]{Figure20.png}

\caption{Variance Ratio Calculation.}

\label{fig:figure20}

\end{figure}

\begin{figure}[h]
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\includegraphics[width=\linewidth]{Figure21.png}

\caption{Code required for Variance Ratio Calculation.}

\label{fig:figure21}

\end{figure}

\begin{figure}[h]
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\includegraphics[width=\linewidth]{Figure22.png}

\caption{Scree Plot example.}

\label{fig:figure22}

\end{figure}

\subsection{Comparisons Between Approaches}

\begin{figure}[h]
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\includegraphics[width=\linewidth]{Figure23.png}

\caption{2D Plot of PCA utilising SVD Approach.}

\label{fig:figure23}

\end{figure}

\begin{figure}[h]

\centering

\includegraphics[width=\linewidth]{Figure24.png}

\caption{2D Plot of PCA utilising Covariance Matrix Approach.}

\label{fig:figure24}

\end{figure}

\subsection{Working out PCA on the Entire Dataset}

\begin{figure}[h]
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\includegraphics[width=\linewidth]{Figure25.png}

\caption{PCA algorithm through the scikit-learn library.}

\label{fig:figure25}

\end{figure}

\subsection{PCA Visualisations}

\subsection{Conclusions and Limitations of PCA}

\section{Evaluation}

\begin{figure}[h]
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\includegraphics[width=0.5\linewidth]{Figure26.png}

\caption{Showcasing the Dataset Selection Menu.}

\label{fig:figure26}

\end{figure}

\begin{figure}[h]
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\includegraphics[width=\linewidth]{Figure27.png}

\caption{Displaying the Contents of the Requested Dataset.}

\label{fig:figure27}

\end{figure}

\begin{figure}[h]
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\includegraphics[width=0.7\linewidth]{Figure28.png}

\caption{Showcasing the Feature Selection Menu.}

\label{fig:figure28}

\end{figure}

\begin{figure}[h]
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\includegraphics[width=\linewidth]{Figure29.png}

\caption{Displaying the Filtered Dataset with the Requested Features.}

\label{fig:figure29}

\end{figure}

\begin{figure}[h]
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\includegraphics[width=0.3\linewidth]{Figure30.png}

\caption{Displaying the result obtained after applying One-Hot Encoding on the first Discrete Column.}

\label{fig:figure30}

\end{figure}

\begin{figure}[h]
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\includegraphics[width=\linewidth]{Figure31.png}

\caption{Displaying the comparison between the number of features between the Filtered Dataset and the One-Hot Encoded Data.}

\label{fig:figure31}

\end{figure}

\begin{figure}[h]
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\includegraphics[width=\linewidth]{Figure32.png}

\caption{Displaying the result obtained after applying Label Encoding.}

\label{fig:figure32}

\end{figure}
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\includegraphics[width=\linewidth]{Figure33.png}

\caption{Displaying the result obtained after applying Ordinal Encoding.}

\label{fig:figure33}

\end{figure}

\begin{figure}[h]
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\includegraphics[width=\linewidth]{Figure34.png}

\caption{Displaying the result obtained after applying Count Encoding.}

\label{fig:figure34}

\end{figure}

\begin{figure}[h]
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\includegraphics[width=\linewidth]{Figure35.png}

\caption{Displaying the result obtained after utilising the Word Embeddings Model.}

\label{fig:figure35}

\end{figure}

\begin{figure}[h]
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\includegraphics[width=0.3\linewidth]{Figure36.png}

\caption{Showcasing the Encoding Technique Selection Menu (In this case Ordinal Encoding was selected).}

\label{fig:figure36}

\end{figure}

\begin{figure}[h]
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\includegraphics[width=0.7\linewidth]{Figure37.png}

\caption{Showcasing the Feature Visualisation Selection Menu (In this case Features 2,3 and 4 were chosen as the Features to be plotted on the respective axis).}

\label{fig:figure37}

\end{figure}
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\includegraphics[width=\linewidth]{Figure38.png}

\caption{Displaying the 3D Representation of the Filtered Dataset, with the chosen features.}

\label{fig:figure38}

\end{figure}
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\includegraphics[width=\linewidth]{Figure39.png}

\caption{Displaying the 2D Representation of the Filtered Dataset, with the chosen features.}

\label{fig:figure39}

\end{figure}

\begin{figure}[h]
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\includegraphics[width=0.3\linewidth]{Figure40.png}

\caption{Displaying the Calculated Mean for each Column.}

\label{fig:figure40}

\end{figure}

\begin{figure}[h]
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\includegraphics[width=0.4\linewidth]{Figure41.png}

\caption{Displaying the Calculated Standard Deviation for each Column.}

\label{fig:figure41}

\end{figure}

\begin{figure}[h]
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\includegraphics[width=\linewidth]{Figure42.png}

\caption{Displaying the Normalized Data frame.}

\label{fig:figure42}

\end{figure}

\begin{figure}[h]
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\includegraphics[width=\linewidth]{Figure43.png}

\caption{Displaying the 3D Representation of the Normalized Dataset, with the chosen features.}

\label{fig:figure43}

\end{figure}

\begin{figure}[h]
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\includegraphics[width=\linewidth]{Figure44.png}

\caption{Displaying the 2D Representation of the Normalized Dataset, with the chosen features.}

\label{fig:figure44}

\end{figure}

\begin{figure}[h]
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\includegraphics[width=\linewidth]{Figure45.png}

\caption{Displaying the resultant U Matrix obtained after the SVD Decomposition.}

\label{fig:figure45}

\end{figure}

\begin{figure}[h]
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\includegraphics[width=\linewidth]{Figure46.png}

\caption{Displaying the resultant Sigma Matrix obtained after the SVD Decomposition.}

\label{fig:figure46}

\end{figure}

\begin{figure}[h]
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\includegraphics[width=\linewidth]{Figure47.png}

\caption{Displaying the resultant V transpose Matrix obtained after the SVD Decomposition.}

\label{fig:figure47}

\end{figure}

\begin{figure}[h]
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\includegraphics[width=\linewidth]{Figure48.png}

\caption{Displaying the Principal Components obtained through the Matrix multiplication of U by Sigma.}

\label{fig:figure48}

\end{figure}
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\includegraphics[width=\linewidth]{Figure49.png}

\caption{Displaying Scree Plot in the Understanding PCA - SVD Approach section.}

\label{fig:figure49}

\end{figure}
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\includegraphics[width=\linewidth]{Figure50.png}

\caption{Displaying the 3D Representation of the plotted Principal Components in the PCA - SVD Approach section.}

\label{fig:figure50}

\end{figure}
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\includegraphics[width=\linewidth]{Figure51.png}

\caption{Displaying the 2D Representation of the plotted Principal Components in the PCA - SVD Approach section.}

\label{fig:figure51}

\end{figure}
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\includegraphics[width=\linewidth]{Figure52.png}

\caption{Displaying the calculated Covariance Matrix.}

\label{fig:figure52}

\end{figure}
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\includegraphics[width=\linewidth]{Figure53.png}

\caption{Displaying the Principal Components obtained through the Matrix multiplication of the Normalized Data frame with the Sorted Eigenvectors of the Covariance Matrix.}

\label{fig:figure53}

\end{figure}
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\includegraphics[width=\linewidth]{Figure54.png}

\caption{Displaying Scree Plot in the Understanding PCA – Covariance Matrix Approach section.}

\label{fig:figure54}

\end{figure}
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\includegraphics[width=\linewidth]{Figure55.png}

\caption{Displaying the 3D Representation of the plotted Principal Components in the PCA – Covariance Matrix Approach section.}

\label{fig:figure55}

\end{figure}
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\includegraphics[width=\linewidth]{Figure56.png}

\caption{Displaying the 2D Representation of the plotted Principal Components in the PCA – Covariance Matrix Approach section.}

\label{fig:figure56}

\end{figure}
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\includegraphics[width=\linewidth]{Figure57.png}

\caption{Displaying Scree Plot pertaining to the Principal Components obtained by utilising the Entire Dataset.}

\label{fig:figure57}

\end{figure}
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\includegraphics[width=\linewidth]{Figure58.png}

\caption{Displaying the 3D Representation of the plotted Principal Components obtained by utilising the Entire Dataset.}

\label{fig:figure58}

\end{figure}
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\includegraphics[width=\linewidth]{Figure59.png}

\caption{Displaying the 2D Representation of the plotted Principal Components obtained by utilising the Entire Dataset.}

\label{fig:figure59}
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\caption{Displaying the 1D Representation of the plotted Principal Components obtained by utilising the Entire Dataset.}

\label{fig:figure60}

\end{figure}
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